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1 Extended Abstract

This paper describes a cluster visualization system used for data-mining fraud detection. The system can
simultaneously show 6 dimensions of data, and a unique technique of 3D nonlinear magni�cation allows
individual clusters of data points to be magni�ed while still maintaining a view of the global context. We
will �rst describe the fraud detection problem, along with the data which is to be visualized. Then we will
describe general charateristics of the visualization system, and show how nonlinear magni�cation can be
used in this system. Finally we conclude and describe options for further work.

1.1 Application: Medicare Fraud Detection

The cluster visualization system described in this paper was developed in 1996 as part of a data-mining
project at Los Alamos National Laboratory, sponsored by the US Federal Health Care Finance Adminis-
tration, for detecting fraud among Medicare providers and bene�ciaries. The original data for examination
is composed of N attributes (both categoric and numeric) for each data point (provider record). K-means
analysis is then used to partition the N -dimensional space into 100 clusters, each represented by an N -
dimensional cluster centroid. Associated with each of these centroids and data points is a probability density
function (PDF) estimate which (informally stated) reects the probability with which we would expect to
�nd \normal" items within a given region of the N-dimensional space. For the speci�c examples in this
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paper, the dataset is composed of 35; 000 11-dimensional records for medicare providers from a single state
in the southeastern United States.

1.2 Cluster Visualization

Because of the relative sparsity of the cluster data, it is possible to e�ectively lay out more than three dimen-
sions of the data in a single 3D coordinate system. For a data set composed of N -dimensional points (each
represented by an N -tuple fx1; x2; : : : ; xng) we can select frames of the data with each frame representing
3 of the N possible dimensions. Multiple frames can then be laid out within the 3D coordinate space of
the visualization, using colour cues to visually separate the dimensions. As an example, one frame could
be composed of the dimensions fx1; x2; x3g and be rendered in green, while another frame could have the
dimensions fx5; x4; x8g and be rendered in blue. Figure 1 shows a screen snapshot of the program, with 6
dimensions of the data being rendered.

Individual records are rendered as single points, with transparency proportional to the PDF estimate so
that unusual records are more clearly visible. Cluster centroids are rendered as wireframe boxes, with box
size being inversely proportional to the PDF estimate. Nonlinear scaling of the PDF values (similar to
gamma-correction methods) can be used in conjunction with explicit clipping of items based on PDF values
to selectively render only those items having a given PDF value or lower, thus allowing the user to better
focus on items of interest.

Selection of data records can either be done by entering the record ID number, or by selecting one or more
data points with the mouse. When a record is selected, it is highlighted in all of the frames on-screen to
show it's position relative to the other records in the visible dimensions. Once a record is selected, the user
can highlight the cluster centroid associated with the record, and once a cluster centroid is selected, all of
the data records associated with that cluster can be highlighted.

Figure 1: Cluster Visualization
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1.3 Nonlinear Magni�cation

Many approaches have been described in the literature for stretching and distorting spaces to produce
e�ective visualizations. The term nonlinear magni�cation was introduced in [2] to describe the e�ects
common to all of these approaches.The basic properties of nonlinear magni�cation are non-occluding in-place
magni�cation which preserves a view of the global context. Most of the existing nonlinear magni�cation
systems to-date have involved the magni�cation of 2D information spaces. Many of these systems also rely
on perspective projections of a mapping of the 2D information space onto a 3D manifold in order to create
the magni�cation e�ect [4, 6], and are thus constrained to the magni�cation of 2D spaces only. In contrast
to these perspective-based systems, transformation-based techniques such as the nonlinear transformations
of [2] and the hyperbolic spaces of [5] allow for simple and direct extension to 3 or more dimensions. This
visualization system uses 3D versions of the transformations described in [2] simply by the addition of an
additional z coordinate which is treated similarly to the x and yy coordinates.

Visualization in three dimensions inherently involves occlusion of some portions of the data, however many
methods for dealing with occlusion are available, such as clipping, transparency-based rendering, and creating
\tunnels" through the data in order to see an occluded point of interest [1]. Occlusion does not present a
great problem for this cluster visualization application however, as the data is composed of dense clusters
in a relatively sparse space, and there is a great deal of empty space available within the information space
in which to perform the magni�cation. Other likely candidates for 3D nonlinear magni�cation with similar
sparsity properties might involve graph visualization as in [5].

The techniques presented in [2] describe many di�erent magni�cation e�ects that can be acheived using
combinations of simple and computationally e�cient 2D transformation functions. All of these e�ects have
a straightforward extension to 3D viewing, although we illustrate only a few of them here in Figure 2. The
leftmost �gure illustrates the use of an unbound orthogonal transformation to expand a single cluster of
data. The �gure on the right shows the combination with two independent centers of magni�cation; each
magni�cation center uses a bounded radial transformation to expand an individual cluster of data within
the overall space.

1.4 Conclusions and Further Work

This cluster-visualization application combines several di�erent techniques to enhance visualization for data
mining. The use of frames allows high-dimensional visualization, while the transparency based rendering
helps to reduce visual clutter to focus on the more important items of interest. Nonlinear magni�cation is
also employed to enhance the view of one or more clusters while simultaneously allowing a view of the global
context.

There are several potential areas for further research and improvements to the prototype visualizer. Implicit
magni�cation �elds were introduced in [3] as a method for determining the amount of magni�cation that
is implicit in complex transformations of the type described here. By synchronizing rendering functions
to this implicit magni�cation �eld, signi�cant e�ciency gains may become possible if data points below a
certain magni�cation level are aggregated or eliminated from the rendering. A method is also described in [3]
that allows properties of the data to directly de�ne spatial transformations as a �eld of scalar magni�cation
values, these data-driven magni�cations o�er the potential to automatically provide visual enhancement of
the regions which are of greatest interest to the user.
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Figure 2: Using Unconstrained and Constrained Magni�cation
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